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Abstract: The widespread adoption of large language models (LLMs) and chatbots
over the past two years has significantly altered writing practices. This editorial
paper aims to conduct a bibliometric analysis of the interdisciplinary research field
concerning various aspects of writing in the context of LLMs. A search was
conducted in the bibliographic database Scopus in December 2024 using the
following query: (“large language model*” OR “LLM” OR “*GPT”) AND
“writing”. We included studies published since 2020 and limited our search to
articles, conference proceedings, books and book chapters. The search yielded a total
of 1,629 documents. The retrieved records were analyzed using the R package
bibliometrix and VOSviewer software. By employing these tools in combination, we
identified the most relevant sources, leading countries and institutions, analyzed the
most cited publications of the collection and constructed topical clusters. Our
findings indicate that the most prominent research topics include the authorship and
plagiarism in academic writing, challenges in second language education, automated
writing evaluation, and issues related to creative writing in the context of LLMSs.
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AnHoTtauus: [Tossnenue u 6ypHoe pa3BuTHe OOJBIINX SI3BIKOBBIX MOJENEH M yat-
60TOB, HaOMIOAIOIIEECs B MOCIEAHNE /1B TO/A, KapJUHAIBHO U3MEHUJIO IPAKTUKY
nuceMa. Llenpb 370l pelakiMOHHON cTaThu — MPOBECTU OMOIMOMETPUYECKUI aHAIN3
MEXIUCIUATUTMHAPHON — O0JIaCTH  WCCIIEIOBaHWM, CBA3aHHBIX C  pa3IMYHBIMHU
acmeKTaMu IHUChbMa B 3MO0XY OO0JbIIMX s3bIKOBBIX Moaenedt (LLM). Ilouck Obin
npoBefeH B Oubnnorpaduueckoil 0aze naHHbBIX Scopus B jaekabpe 2024 roga c
UCIIOJIb30BaHUEM ciieayrolero 3ampoca: (“large language model*” OR “LLM” OR
“*GPT”) AND "writing". MbI BKIIOUYHIA B aHATHU3 UCCIICTOBAHUS, OMyOIMKOBAHHBIE
¢ 2020 roga, ¥ OrpaHMYMJIM HAIl MOMCK CTAaThAIMH, MaTepHaiaMu KOH(pepeHIui,
KHUTaMu U riaaBaMu KHUT. [louck gan 1629 noxymenTos. IloxydeHHble 3amucy ObLIH
NpOoaHaJIM3UPOBaHbl C HCHOJb30BaHHEM R-makera bibliometrix m mporpamMMHOro
obecnieuenns VOSviewer. C UCNOIb30BaHUEM JAHHBIX WHCTPYMEHTOB HAMHU OBLIH
oTIpeieNIeHbl HanboJiee MPOTyKTHBHBIE H IUTHPYEMbIEC UCCIIEAOBATENN, HHCTHTYTHI U
CTpaHbl, a TakKe HambOoyiee 3HaYMMbIE paboThl. Ha OCHOBE pa3MUYHBIX METOMIOB
aHaJM3a COBMECTHOH BCTPEYAEMOCTH KITFOUEBBIX CIIOB, PEATM30BAHHBIX B JaHHBIX
WHCTPYMEHTaxX, HaMH OblJIa TOCTPOCHA KOHIENTYalbHAas CTPYKTypa MpPEAMETHOTO
MOJIs, @ TaKXKe OMPEIETICHBI MCCIE0BATENbCKAE TPEHIBI. MBI NMPUILIH K BHIBOAY,
4YTO TEMbl, CBS3aHHbIE C aBTOPCTBOM M IUIarMaTOM B aKaJeMHYECKOM IIHCHME,
npobiemMaMu OO0y4eHHUsT BTOPOMY SI3bIKY, BKJIIOYash aBTOMATU3MPOBAHHYIO OLIEHKY
TEKCTOB Ha MHOCTPAHHOM $3bIKE, BOIPOCAMHU KpPEaTHBHOIO MUchbMa B 3moxy LLM,
SBJISIIOTCSL HanOoJsiee MOIMYJISAPHBIMM T€MaMM, HaXOJSAMIMMUCS B (OKyce BHUMAHUS
UCCIIeI0BaTEeIEN.

KiarwueBbie ciaoBa: bBoubmme  sa3pikoBele  Mogmenw; ChatGPT;  mmceMmo;
bubnuomerpuueckuit ananus; bubnuoreka bibliometrix na s3sike R; VOSviewer;
Scopus; KirogeBoe ciioBo
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1. Introduction

Large language models (LLMs)
represent sophisticated artificial intelligence
systems that are engineered to process and
generate natural language. These models are
constructed using deep neural network
architectures and are trained on extensive
corpora of text, allowing them to discern
patterns in language usage and generate
coherent responses. The advent of LLMs has
had a substantial impact on the writing
practices and the academic study of writing.

The objective of this editorial paper is
to systematically analyze the literature related
to the study of writing in the context of LLMs
through the application of a bibliometric
approach. This analysis seeks to identify the
most prominent countries, sources and
institutions as well as key topics and
emerging trends within the examined research
field.

We conducted a bibliometric analysis of
scholarly articles that examined writing
within the context of LLMs, utilizing the
Scopus database. The research was conducted
using the R package bibliometrix (Aria and
Cuccurullo, 2017) in conjunction with the
standalone application VOSviewer (Van Eck
and Waltman, 2014). This bibliometric
analysis encompasses a total of 1629 articles
published over the past four years (2020-
2024) and represents the first effort to provide
statistical insights into the research status and
trends regarding the use of LLMs in various
aspects of writing.

2. Methods

The search string utilized in the title,
abstract, and keyword sections of the article
fields for data extraction from Scopus was as
follows: (“large language model*” OR
“LLM” OR “*GPT”) AND “writing”.

The data collection process for this
study was conducted on December 21, 2024.
Since 2020, there has been a notable increase
in the number of published papers, with more
than five papers published annually, in
contrast to only two papers published in 2018.
As a result, we selected for further analysis
those papers published between 2020 and
2025. Furthermore, we focused on specific
types of publications, which include: 1)
articles; 2) conference papers; 3) book
chapters; 4) books.

A total of 1,629 documents were
retrieved from this search.

For the purpose of further analysis, all
accessible bibliographic information for the
1,629 retrieved records was extracted from
Scopus and exported in both CSV and
BibTeX formats.

3. Results and Discussion

3.1. General structure of the
collection

The field of writing within the context
of LLMs has undergone considerable
evolution over the past two years, as depicted
in Figure 1. Specifically, 42 papers were
published in 2022, followed by 468 in 2023,
and over 1,000 papers published in 2024.

HAYYHBIHW PE3Y/IBTAT. BOITPOCHI TEOPETUYECKOH Y IMTPUK/IAZJHOW JIMHTBUCTUKH
RESEARCH RESULT. THEORETICAL AND APPLIED LINGUISTICS



JlumeuHosa T. A., Mukpoc [ixc., [lexrHuy O. B. [TucbMo 8 3noxy 60.16WUX 513b1K08bIX Modeell...
Litvinova Tatiana A., Mikros George K., Dekhnich Olga V. Writing in the Era of Large Language...

Figure 1. Document growth by year
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More than half of the papers consist of
articles (57,2 %), while over a third of the
collection comprises conference papers
(39,2%). The remaining contributions include
book chapters and books.
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The majority of the papers in our
collection are published in journals and
conference proceedings that align with the
domains of computer science and social
science (see Figure 2), thereby highlighting
the interdisciplinary nature of the field.

Figure 2. Distribution of the papers over subject areas
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3.2. Most relevant sources

The most pertinent sources specifically
those with the highest volume of publications
pertaining to writing in the context of LLMs,
are illustrated in Figure3. This figure

additionally depicts trends in publication
dynamics, revealing a distinct overall increase
in the number of papers associated with each
publication source.

Figure 3. The most pertinent sources of the collection and source production over time
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It should be noted that the Conference
on Human factors in Computing systems has
the highest impact factor within the collection
(H index = 10). The ACM Proceedings and
Proceedings of the Annual Meetings of the
Association for Computational Linguistics
rank second (H index =6).

3.3. Leading countries and
organizations

In the analyzed domain, several
countries and universities emerge as leaders
both in the volume of published papers and
the number of citations. Notably, the United
States, China, and the United Kingdom are
identified as prominent contributors (see
Figures 4-5). It is important to highlight that

while the United States leads in both
productivity and citation metrics, China ranks
fourth in citation count but second in the
number of papers. United Kingdom and India
have less paper published than China, but
they garnered a higher number of citations.
National Science Foundation is the foremost
funding agency, having supported 60 papers,
while other U.S. agencies, including
Department of Defense and Department of
Health and Human Services collectively
funded an additional 30 papers. Furthermore,
two Chinese funding bodies, namely the
National Natural Science Foundation of China
and the Ministry of Science and Technology
of the People’s Republic of China,
collectively supported more than 100 papers.
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Figure 4. Leading countries (over corresponding author)
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Figure 6 illustrates the most productive
organizations in terms of research output.
Notably, there is a general trend indicating
increase in the number of publications across

Most Cited Countries
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all organizations beginning in 2023. Among
these, the leader — Stanford University —
exhibits most pronounced upward trajectory
publication volume.
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Figure 6. Most productive affiliations
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3.4. Highly cited publications

The most frequently cited document
within the collection as indicated by Global
Citations Metrics which means the total
citations that an article, included in the
collection, has received from documents
indexed in the bibliographic database (Scopus
in our case) is “Chatting and cheating:
Ensuring academic integrity in the era of
ChatGPT” with more than 600 citations
(Cotton et al., 2023). This paper explores the
opportunities and challenges associated with
the utilization of ChatGPT in higher
education, while also addressing the potential
risks and benefits of these tools. Furthermore,
study examines the complexities involved in
detecting and preventing academic
dishonesty.

The paper that examines the potential
applications and limitations of LLMs in
healthcare is the second most cited document
in our collection, with a total of 471 citations
(Cascella et al., 2023). Other highly cited
papers on a global scale address various
topics, including the utilization of Al chatbots
in scientific writing (Salvagno et al., 2023),
the  progressive  workflow  processes
associated with the ChatGPT tool (Haleem et
al., 2022), university students’ perceptions of
generative Al (GenAl) technologies, such as
ChatGPT, within the context ofhigher

2022

FOSHAN UNIVERSITY

2024

MONASH UNIVERSITY — PEKING UNIVERSITY —— STANFORD UNIVERSITY

UNIVERSITY OF CALIFORNIA

ZHEJIANG UNIVERSITY

education (Chan et al., 2023). Additionally,
the paper with considerations regarding the
academic integrity related to students’ use of
Al tools employing Large Language Models
(LLMs), such as ChatGPT in formal
assessments are highly cited (Perkins, 2023).
A systematic review for an up-to-date
examination of artificial intelligence (Al) in
higher education (Crompton and Burke, 2023)
is also among highly cited papers of the
collection as well as the paper which presents
the results of topic modeling of the tweets
about ChatGPT during its initial post-launch
(Taecharungroj, 2023). Among highly cited
papers there are publications which compare
scientific abstracts generated by ChatGPT
with actual abstracts (Gao et al., 2023),
discusse Codex, a deep learning model trained
on Python code that generates solution code
in response to natural language input (Finnie-
Ansley et al., 2022).

The most frequently cited document of
the collection defined by local citation
metrics, which refer to the number of citations
received by a reference article internally to
the collection itself, examines the potential
benefits and risks associated with ChatGPT
and other NLP technologies in the context of
academic writing and research publications
(Dergaa et al., 2023). Additionally, highly
cited documents within collection investigate

HAYYHBIHW PE3Y/IBTAT. BOITPOCHI TEOPETUYECKOH Y IMTPUK/IAZJHOW JIMHTBUCTUKH
RESEARCH RESULT. THEORETICAL AND APPLIED LINGUISTICS



JlumeuHosa T. A., Mukpoc [ixc., [lexrHuy O. B. [TucbMo 8 3noxy 60.16WUX 513b1K08bIX Modeell... 12
Litvinova Tatiana A., Mikros George K., Dekhnich Olga V. Writing in the Era of Large Language...

behaviors and reflections of second language
(L2) writing learners in their exposure to
ChatGPT in writing classrooms (Yan, 2023),
present a text editor that enables users to
collaborate with a generative language model
to co-create a story (Yuan et al., 2022). Lastly,
they raise critical questions regarding the
intellectual property implications and the
potential for GPT-3 to facilitate instances of
plagiarism (Dehouche, 2021).

Among the most locally cited references
are GPT-4 Technical Report!, a paper that
suggests the integration of ChatGPT into
classrooms focused on argumentative writing
(Su, 2023) and a discussion of thematic

analysis in psychology (Braun and Clarke,
2006). Highly cited references include a paper
by H. Else who discusses abstracts written by
ChatGPT (Else, 2023), a publication by J.
Barrot who reflects on the potential impacts
of ChatGPT, as well as similar Al tools, on
education in general and second language
(L2) writing in particular (Barrot, 2023).

3.5. Topical structure of the collection

Figure 7 illustrates the most frequently
occurring author keywords within the
collection, which delineate its overarching
knowledge structure and serve as a proxy for
its thematic map.

Figure 7. Most frequent author keywords of the collection
PI/IcyHOK 7. Hanbosee 4acTOTHEIE KIIIOYEBBIE CIIOBA KOJUICKIIU
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Titles represent a critical component
of the academic papers; therefore, we
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occurring bigrams in the titles within
our collection (see Figure 8). The
data indicates that issues related to

1 OpenAl (2023), GPT-4 Technical Report, accessed
20.12.2024
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academic writing in the context of LLMs
are among the most prevalent concerns
identified in the collection, alongside
challenges associated with writing in a
second language.
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Figure 8. Most frequent bigrams in the titles
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The visualization  generated by
VVOSviewer, which is based on the co-
occurrences of author keywords (see Figure
9), illustrates multiple clusters of topics
present within our collection.

The largest — red — cluster (23 terms)
addresses issues related to the challenges of
Al tools including chatbots in higher
education context, specifically for language
education, including the problems of
automated evaluation of writing in a second
language, automated essay scoring. The
second largest cluster, depicted in green (21
terms) concerns with the challenges posed by
the problems of the use of LLMs in academia.
The problems of ethics of the use of LLMs in
academic context are examined, particularly
issues related to authorship and plagiarism,
especially in the realm of medical research.
The third cluster represented in blue and
containing 20 terms discusses the general
challenges associated with the application of

100 150 200

Occurrences

LLMs for medical education and medical
writing. Cluster 4 illustrated in yellow and
comprising 20 terms, addresses issues related
to creativity, second language writing,
automated  feedback  during  writing
assessments, writing pedagogy and writing
proficiency. Cluster 5 represented in purple
and consisting of 19 items, focuses on the
challenges of creative writing, including
poetry, co-writing with LLMSs, and human-Al
collaboration more broadly. Cluster 6 depicted
in light blue and containing 17 terms is
associated  with  challenges in  text
classification and style transfer using
transformer models, including the issues
related to fine-tuning and data augmentation.
Finally, Cluster 7, represented in orange and
comprising 12 terms, discusses the challenges
of utilizing LLMs for code generation and
programming education, as well as broader
issues related to digital literacy.
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Figure 9. Keyword co-occurrences
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The analysis of the dynamics of topics writing, its automated evaluation and

conducted using VOSviewer and bibliometrix
indicates that research interest is currently
concentrated on issues related to ethics of the
use of LLMs in writing, automated essay
scoring in the context of EFL, problems of
text classification including Al-generated
texts.

Conclusions

This editorial employs a combination of
the bibliometrix R package and VOSviewer to
provide a brief overview of the rapidly
evolving research domain concerning the
study of writing as both a process and a
product in the context of LLMs. Our review
indicates a notable upward trend in the
number of publications within this field over
the past two years (2023 and 2024). It is
reasonable to anticipate that this trend will
persist at least in the foreseeable future. The
predominant topics associated with the
application of LLMs in writing pertain to the
opportunities and challenges that arise in
relation to their use for second language

feedback, as well as issues surrounding the
use of LLMs in academic writing, including
ethical  considerations, authorship and
plagiarism. A significant number of papers are
devoted to the discussion of LLMs within the
context of medical education and medical
writing. Additionally, the challenges of
creative writing and LLMs as co-writers are
extensively examined. As this field continues
to develop, the focus of research attention is
shifting from the issues related to code
generation to concerns surrounding artificial
intelligence ethics, second language writing,
and its automated evaluation.
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