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Abstract. Textbooks are essential resources for classroom and offline reading, while
the quality of learning materials guides the entire learning process. One of the most
important factors to be considered is their readability and comprehensibility.
Therefore, the correct pairing of textbook complexity and student grade level is
paramount. This article analyzes automated classification methods for Russian-
language textbooks on two dimensions, namely the topic of the text and its complexity
reflected by its corresponding school grade level. The studied corpus is a collection
of 154 textbooks from the Russian Federation from the second to the eleventh grade
levels. Our analysis considers machine learning techniques on the textual complexity
indices provided by the open-source multi-language framework ReaderBench and
BERT-based models for the classification tasks. Additionally, we explore using the
most predictive ReaderBench features in conjunction with contextualized embeddings
from BERT. Our results argue that incorporating textual complexity indices improves
the classification performance of BERT-based models on our dataset split using
2 strategies. More specifically, the F1 score for topic classification improved to
92.63%, while the F1 score for school grade-level classification improved to 54.06%
for the Greedy approach in which multiple adjacent paragraphs are considered a
single text unit up until reaching the maximum length of 512 tokens imposed by the
language model.

Keywords: Text readability; Russian language; Textbook analysis; Topic
classification; ReaderBench framework; Textual complexity indices; Transformer-
based Language Model
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HNudopmanus 00 ncrouHuKax GUHAHCHPOBAHMA MJIM IPAHTAX, 0JATOXAPHOCTH:
PabGora BpImonHEHa Tmpu MONJEpPKKE TIpaHTa MMHHCTEpPCTBA HCCIIEAOBAaHUH,
uHHOBalMii u  uudposuzanuu, npoext  CloudPrecis, Homep  norosopa
344/390020/06.09.2021, xox MySMIS: 124812, B pamkxax POC. Beipaxaem
onaromapuocte HWJI "TekcroBas anmanutuka" Kazanckoro (IIpuBomkckoro)
denepanbHOrO  yHUBEpPCUTETa 32 IIOMOLIb B COCTAaBIIEHMU KOpIyca H
COTPYHUYECTBO NPH MPOBEIECHNUHN UCCIIEA0BaHUS.

AHHOTanUsA. Y4eOHUK SBISETCS BaXKHBIM 00pa30BaTEeIbHBIM PECypCOM ISl YTCHHS
B KJIaCCE U CaMOCTOSATENBHOM pabOThI, a KaYeCTBO YUEOHBIX MaTEPHAIIOB OIPEIEIIET
Bechb yueOHbIN mporiecc. OMHUM U3 Hanbosee BaXHBIX (PaKTOPOB, KOTOPHIE CIEIyeT
VYHUTHIBATh, SBISACTCA MX yAO00OYMTAEMOCTh M IOHATHOCTH. [103TOMY TpaBHIIbHOE
COYETaHHE CIOKHOCTH Y4YeOHHKA M YPOBHS KOMIIETEHTHOCTH YYaIlMXCS HMEeT
NIEPBOCTETIEHHOE 3HaYeHUE. B MaHHOI cTaThe aHATM3UPYIOTCS aBTOMATU3UPOBAHHEIE
METO/BI KJIacCU(UKAIMUA PYCCKOS3bIUHBIX YYEOHHUKOB IO JBYM H3MEpPEHUSIM, a
UMEHHO TI0 TeM€ TEKCTa M €ro CIOXHOCTH, OTPaXaeMOW COOTBETCTBYIOIIUM
IIKONBHBIM ~ ypoBHeM (kiaccom). Kopmyc wuccnemoBanmst — 154 ydeOHuKa,
UCTIONIB3yeMbIX i oOydeHuss B 2 — 11 xmaccax Poccuiickoit ®deneparumn.
HccnenoBanne OCyIIECTBICHO Ha OCHOBE METOJOB MAIIMHHOTO OOyYeHHs C
UCTIOJIb30BAaHMEM HWHECKCOB CIIOHOCTH TEKCTa, PACCYMTHIBAEMBIX MpPHU MOMOIIH
MHOTOSI3BIYHOM TUIATGOPMBI  C OTKPBITBIM HCXOnHBIM KkojoM ReaderBench u
kinaccuukanmonaeiMu Mozelisimu Ha ocHoBe BERT. Kpome Toro, mMbel m3ydaem
Haubonee npenuktuBHbie GyHKIMH ReaderBench B couerannu ¢ KOHTEKCTyallbHBIMH
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BinokeHussMu or BERT. Hamm pesynbrarel OKa3bIBaIOT, YTO BKJIIOYEHUE WHIEKCOB
CIIO)KHOCTH TEKCTa yinydinaeT 3(ppekTUBHOCTh Ki1accu(UKalUU MOJENIe Ha OCHOBE
BERT B namem Ha®ope JaHHBIX, Pa3JeIeHHOM C MCIIOJIIb30BaHUEM JIByX CTPATETUi.
B uactHocTtu, mnokazarens F1 ana knaccuduxanuu mo Temam yay4IIMICS [0
92,63 %, a mokazarenb F1 mns xnaccudukanmu mo ypoBHsM oOydeHHs (Kiaccam)
yayamunncs 10 54,06 % ni1s )kagHOoro anropuTMa, pyu KOTOPOM HECKOJIBKO CMEXKHBIX
ab3aleB CUYMTAIOTCS EOUHBIM TEKCTOBBHIM OJIOKOM /10 TeX MOop, HOoKa He Oyner
JIOCTUTHYTA MaKCUMajbHas JjauHa ab3ama, 512 TOKeHOB, IJIs U3y4aeMOM S3BIKOBOM

MOICIIN.

KiroueBble ciaoBa: UutabeabHOCTh TeKCTa; Pycckmii s3bIK; AHanu3 ydeOHUKa,
Temarnueckas knaccudukanus; PpeiimBopk ReaderBench; Muaekcol crnoxHOCTH
TEKCTa; SI3bIKOBasi MOZIEIb Ha OCHOBE ITpeoOpa3oBaTeis

Nudopmanus s nuruposanus: [lapackus A., Jlackamy M., Connsiinkuna M. .
Tumnonorus y4eOHUKOB pycckoro si3bika Ha ocHoBe ReaderBench: ypoBHeBwIli u
TemMaruueckud nonaxonsl // Hayunslii pesynsrar. Bompocbl TeopeTHueckoll u
npukinagaHoi JuHreBuctuku. 2023. T.9. Ne 1. C. 50-63. DOI: 10.18413/2313-8912-

2023-9-1-0-4

Introduction

Despite the increased usage of electronic
multimedia in education, such as video courses,
audiobooks, or interactive online courses,
textbooks are still among the most valuable and
frequently employed educational materials,
especially for early grade levels. Wakefield
(2006) shows that 87-88% of US students report
reading their textbooks in class at least once
weekly. Textbooks are an essential resource for
the classroom, where the teacher acts as a
facilitator, and are also used in the home
environment; as such, the entire learning
process is guided by quality learning materials
(Swanepoel, 2010). Since the content of the
textbooks has a major impact on the education
system’s effectiveness (Khine, 2013), their
content and complexity level need careful
attention from the research community. One of
the most important factors to be analyzed when
assessing textbooks is their readability and
comprehensibility (Bansiong, 2019). Therefore,
the correct pairing of textbook complexity and
student grade level has to be achieved. Using
objective, computable parameters to rate the
readability of textbooks in a highly competitive
and saturated market is of invaluable help to
any actor or stakeholder in the educational
space.

The problem of readability and text
complexity has long been outstanding in the
research community. Early on, the approach

was focused on using easy-to-obtain
numerical quantification of the analyzed text
and using them as input for an algorithmic
approach. For example, Kincaid et al. (1975)
introduced the Flesch—Kincaid readability
index (FKI) as a measure of readability for
English texts based on their structural features.
More modern approaches, such as CohMetrix
(Crossley et al., 2008), use text cohesion
metrics to evaluate the readability of English
texts for English as a second language (ESL)
students. CohMetrix uses computational
linguistic tools that provide a deeper insight
into the structure of a text. Modern statistical
approaches rely on many textual features,
from simple shallow metrics and counts to
more complex lexical, morphological, and
syntactic features.

Nowadays, related works on text
difficulty focus on various languages and
topics. Chatzipanagiotidis et al. (2021)
classified Greek as a second language corpus
using a Sequential Minimal Optimization
(SMO). For the Italian and English languages,
DeepEva (Bosco et al., 2021) uses two long-
short-term memory (LSTM) neural layers to
classify English and Italian sentences
according to their complexity. A simpler
approach to compare Slovak and Canadian
textbooks was used by BeniCkova et al.
(2021). The authors used simple formulas and
counted to create syntactic and semantic text
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difficulty coefficients that were then
aggregated to obtain a numerical score for text
difficulty. Even so, the authors identified a
larger proportion of technical terms in Slovak
textbooks that unnecessarily increased the
difficulty of those fragments.

For the Russian language, Batinic et al.
(2017) used a Naive Bayes classifier to
differentiate between three Russian levels as
foreign language textbooks. They achieved
74% accuracy using several numerical
features, such as FKI for the Russian
language, counts of different parts of speech
(POS), and the number of abstracta (i.e.,
abstract words per sentence) in texts.
Solovyev et al. (2020a) considered a linguistic
ontology, RuThes-Lite, to compute the
complex features of the text on the Thesaurus
graph for discrimination of the school grade
level. Using the Russian Dictionary of
Abstractness/Concreteness (Solovyev, Ivanov,
and Akhtiamov, 2019), Solovyev et al.
(2020b) the authors proposed an online tool,
RusAC, to assess the abstractness score of a
Russian text. The authors argued that these
indices are a good indicator of the topic of the
text, whereas scientific texts tend to be more
concrete. The analysis of the complexity of
academic texts using textual indices was also
addressed by Solovyev et al. (2018, 2019);
Churunina et al. (2020). Sakhovskiy et al.
(2020) showed that text complexity, measured
by the grade the textbook addresses, correlates
with relevant topic features such as the
coherence of topics, topics with semantically
closer words, and the frequency of topic
words. At the sentence level, Ivanov (2022)
constructed a graph from the dependency tree
and used BERT and Graph Neural Networks
to predict the complexity at this level.”

Numeric linguistic features have been
proven reliable predictors of text complexity
and text topic (Norris and Ortega, 2009;
Santucci et al., 2020; Zipitria et al., 2012).
One example of a framework providing
textual complexity indices available in
Russian is Readerbench (Dascalu et al., 2017,
Corlatescu et al., 2022), presented in detail in
the following section.

ReaderBench Textual Complexity In-
dices

Readerbench provides over 500 indices
for the Russian language' divided into three
levels of granularity: sentence level (Sent),
paragraph level (Par), and document level
(Doc). Additionally, there are three methods
of aggregation: mean (M), maximum (Max),
and standard deviation (SD). These indices are
further referenced by abbreviations such as
“M (UnqWd / Par),” representing the mean
value of unique words per paragraph. The
framework provides several classes of indices,
including surface, word, morphology, syntax,
and cohesion indices, as presented in Table 1.

Surface indices are simple normalized
counts that do not consider the content of the
text. These range from the number of words
per document, paragraph, or sentence to the
entropy of words (Shannon, 1948; Brown et
al., 1992). Word indices provide insights into
individual words, their length, how different
their lemma is from the inflected form, or if
the word stands for a specific named entity
such as locations (LOC), persons (PER), or
organizations (ORQG).

More complex indices are based on
part-of-speech (POS) tagging, such as the
morphology category or the syntactic indices
based on the results of syntactic dependency
parsers. A key constituent when assessing text
difficulty is text cohesion computed using the
Cohesion Network Analysis (CNA) graph
(Dascalu et al., 2018). This cohesion category
helps distinguish between textbooks that pose
a higher challenge to the reader than others by
highlighting cohesion gaps or low cohesion
segments.

Text pre-processing from ReaderBench,
including POS tagging, dependency parsing,
and named entity recognition, relies on spaCy,
while the CNA graph is built using BERT-
based models. For this analysis, we
considered Russian spaCy models® (i.e.,
“ru_core news_lg”) and RuBERT (Kuratov
and Arkhipov, 2019), part of the DeepPavlov
library?.

! https:/github.com/readerbench/ReaderBench/wiki/Textual-
Complexity-Indices

2 https://spacy.io/models/ru

3 https://github.com/deeppavlov/DeepPavlov
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Table 1. Available indices in the Readerbench framework for the Russian language
Ta6auna 1. JloctynHsie 1u1s pycckoro s3bika HHAEKCh Readerbench

54

Abbreviation  Description Granularity
Surface indices
wd number of Words per granularity unit Doc, Par, Sent
UngWd number of unique Words per granularity unit Doc, Par, Sent
Comma number of commas Doc, Par, Sent
Punct number of punctuation marks, including commas Doc, Par, Sent
Sent number of Sentences per granularity unit Doc, Par
WdEnt word entropy Doc, Par, Sent
Word indices
Chars number of characters per Word Word
NgramEntr 2 Bigram entropy in words Word
LemmaDiff distance from a word and its lemmatized version Word
Repetitions number of occurrences of the same lemma Doc, Par, Sent
NmdEnt number of syllables in a word Doc, Par, Sent
Syllab number of Words Doc, Par, Sent
- Morphology indices
PosMain number of words with a specific POS Doc, Par, Sent
UngPosMain number of unique words with a specific POS Doc, Par, Sent
Pron number of specific pronouns (first, second, third, intensive, Doc, Par, Sent
indefinite)
Syntax indices
Dep Dependencies of specific type Doc, Par, Sent
ParseTreeDpth  Depth of parse tree Doc, Par, Sent
Cohesion indices
AdjSentCoh Cohesion between two adjacent sentences Doc, Par
AdjParCoh Cohesion between two adjacent paragraphs Doc
IntraParCoh Cohesion between sentences contained within a Doc, Par
given paragraph
InterParCoh Cohesion between paragraphs Doc
StartEndCoh Cohesion between first and last text element Doc, Par
StartMiddleCoh Cohesion between the start and all middle text elements Doc, Par
MiddleEndCoh  Cohesion between all middle and last elements Doc, Par
TransCoh Cohesion between the last sentence of the current Doc

paragraph and the first sentence from the upcoming paragraph

Research Objective

Our research objective is to analyze the
predictive power of state-of-the-art models on
both the horizontal (i.e., topic) and the vertical
dimensions (i.e., complexity derived from
school grade level) of textbooks written in the
Russian language. As such, we analyze 154
Russian language textbooks covering 10
school grades from the 2nd to 11th grades
across 13 topics ranging from STEM subjects,
such as Maths and Physics, to humanities and
social sciences. We explore several textual
complexity indices and Cohesion Network
Analysis features from ReaderBench and their

contribution to classifying the aforementioned
textbooks. Additionally, we consider large
Russian language models, such as RuBERT
(Kuratov and Arkhipov, 2019), in conjunction
with the selected features and compare their
performance with the stand-alone model
based only on the textual complexity indices.

We  open-source our code at
https://github.com/readerbench/rus-textbooks
and our best models for both grade level
and topic classifications at
https://huggingface.co/readerbench/ru-
textbooks.
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Method

Textbooks Corpus

This study considers a stable version
from February 2023 of the corpus elaborated
by the linguistic experts from the Text
Analytics Laboratory, Institute of Philology
and Intercultural Communication, Kazan. The
dataset consists of 154 Russian textbooks
distributed across 10 school grade levels and
13 different subjects — this later task is also
called topic classification. Table 2 shows that
the topics are not evenly distributed across the
grades. Subjects such as Arts, Music, Maths,
Science, and Technology are not present
above the 4th grade in the corpus. In contrast,
Biology, Geography, History, Physics, and
Social Studies are only present after the 4th
grade. For Biology, a special case refers to the
10th and 11th grades, where all three
textbooks were evenly spread across both
grades; since a clear separation could not be
established, we associated all these three
books with the 10th grade.

Table 2. Textbook distribution over grades and
topics

Ta6auna 2. PacnipeneneHue yaeOHIKOB 110
KJlaccaM M TeMaM

> § 2
GoBer 20858382
ESSEgesEr 57
“EEZEEEE£2337
&) 3 &
nn
2nd Grade 1 1 361 6 2 4
3rd Grade 2 332 6 2 3
4th Grade 2 4 7 1 53 5
5th Grade 6 3 4 2
6th Grade 1 25 1 2
7th Grade 5 112 2 2 2
8th Grade 5111 1 4
9th Grade 3 1 31 2
10th Grade 1 4 2
10-11th 3
Grade
11th Grade 1 4 2

The input sequence length is limited for
RuBERT to 512 tokens, corresponding to an
average of 300 to 350 words. Since the
average number of tokens per textbook far

exceeds this limit (see Table 3), the entire
document cannot be used as the classification
unit. For this, we experimented with two
document-splitting strategies.

Table 3. Average number of paragraphs, words,
and tokens per textbook and subject

Tadnauua 3. CpenHee KOMMUYECTBO ab3aleB, CIOB
1 TOKCHOB Ha YY€OHHK U TpeIMET

. Average
Subject  # paragraphs 4 worﬁs # tokens
Art 461 8,190 12,174
Biology 1,287 40,732 60,738
Ecology 749 16,790 24,334
Geography 1,418 43,998 60,030
History 1,117 55,880 75,978
IT 939 14,703 21,347
Maths 2,101 27,555 40,020
Music 303 5,579 8,444
Physics 615 30,235 41,000
Russian 2,552 33,492 55,053
Science 1,415 29,931 42,584
Social studies 990 36,928 50,663
Technology 419 7,653 11,746

The first strategy selects individual
paragraphs in their occurrence order within
each textbook, while the second approach
appends subsequent paragraphs in a Greedy
manner just before they exceed 512 tokens.
Inherently, the extracted text units are
coherent since they contain full paragraphs
with fully expressed ideas. Given the
distribution of paragraph lengths (M = 36.12
tokens per paragraph and SD = 38.55), both
strategies produce classification units under
512 tokens. There were only 64 paragraphs in
all textbooks that exceeded 512 tokens. These
were split into smaller chunks that followed
sentence splits and would fit into the model
input. After splitting the data into
classification units, we obtain the class
distributions in Table 4 and in Table 5. We
notice that the topic classes are highly
imbalanced regardless of the splitting strategy,
with limited data for Arts, Ecology, and
Music. The text distribution across school
grade levels is much more balanced but still
has fewer examples for the 2nd and 6th
grades.
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Table 4. Class distribution for subjects after
splitting the documents using the two
approaches

Tabnmuna 4. Pacrnpenenenue KIaccoB 1O
TEMaM TIOCJIe pa3JeleHHs] JOKYMEHTOB C
WCIIOJIB30BaHUEM JIBYX MOAXO/I0B

We created 3 stratified folds with an 80-
20% train-test split, used as independent
evaluations that considered having different
textbooks in the test set to avoid data
contamination. As such, we ensured that each
fold per subject or grade level had different

books in the test set, with at least one for each

Subject Paragraph split  Greedy split subject, thus limiting the effect of artificially
Art 2,306 143 improving  performance since  similar
Biology 29,612 3,247 paragraphs would have been encountered
Ecology 2,248 173 during training.

Geography 8,510 828 ReaderBench Feature Selection
History 21,226 3,379 We computed the textual indices for
IT 11,277 608 each classification unit using the previously
Maths 33,618 1,493 mentioned text splits. Since none of the
Music 1,212 79 records represent an entire document, we
Physics 3,690 627 discarded all document-based indices and kept
Rus 63,819 3,200 only paragraph-, sentence-, and word-based
Science 9,906 685 values. Additionally, we removed any indices
Social studies 15,845 1,885 with a zero-standard deviation since these
Technology 5,032 332 denote no variance and do not provide any

valuable insights for classification.

Table S. Class distribution across grade levels
after splitting the documents using the two
approaches

Tabauma S. PacnpeneneHue KiaccoB IO

Since the Shapiro-Wilk normality test
(Shapiro and Wilk, 1965) did not confirm a
normal distribution for most indices, we
employed the Kruskal-Wallis (Kruskal and

YPOBHsIM  OOy4YeHHs TIOCIIE  pa3/elICHUs Wallis, 1952) to identify statistically
JIOKYMEHTOB ~ C  MCIOJB30BAaHUEM  JBYX significant indices for the target classes.
IOJIXOJIOB Since our analysis is both horizontal based on
the textbook topic and vertical, using the
Paragraph split Greedy split school grade for which the book was written,
2nd Grade 26,570 1,125 we employed two lists of indices, one for
3rd Grade 31,535 1,538 topic classification and another for grade
4th Grade 42 854 2,225 classification. Also, we compile a subset for
5th Grade 21,107 1,593 each list since the indices differ between the 2
6th Grade 10,187 1,041 splits (i.e., Paragraph and Greedy). As we can
7th Grade 23,539 2,132 observe in Table 6 and in Table 7, splitting
8th Grade 16,356 1,826 texts by paragraph leads to more indices being
9th Grade 11,541 1,455 statistically non-significant.
10th Grade 14,027 2,190
11th Grade 10,585 1,554
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Table 6. Statistically significant indices for Grade classification for each of the text-splitting

strategies

Tadmuua 6. CraTUCTUYECKH 3HAYMMbIE WHJAEKCHI U YPOBHEBOM (IO KiaccaMm) Kiaccu(puKanuu

JUTSL KQXKIOW M3 CTpATEruil pa3iesieHus TeKCTa

Topic Classification

Paragraph Split

Greedy Split

Textual Complexity Index X2 p

Textual Index X2 P

M(Dep amod / Par) 63733.98 <0.001
Max(Dep amod / Par) 63731.46 <0.001
M(NmdEnt loc / Par) 62444.71 <0.001
Max(NmdEnt loc/Par)  62443.97 <0.001
Max(NmdEnt loc/ Sent) 61867.77 <0.001
M(NmdEnt loc / Sent) 61348.56 <0.001

M(Dep amod / Par)
M(UngPOS adj / Par)
M(UngqPOS noun/Par) 10481.48 <0.001
M(Dep nmod / Par)
M(POS adj / Par)
M(POS noun / Par)

10676.51 <0.001
10522.63 <0.001

10476.44 <0.001
10415.67 <0.001
10172.37 <0.001

M(UnqPOS adj / Par) 60850.61 <0.001  M(UnqWd/ Par) 10165.55 <0.001
Max(UnqPOS adj/Par)  60848.82 <0.001  M(Wd/ Par) 9768.10 <0.001
M(POS adj / Par) 60014.28 <0.001  |[M(WdEntr/ Par) 9629.86 <0.001
Max(POS adj / Par) 60012.54 <0.001 M(Dep amod / Sent) 9604.56 <0.001

Table 7. Statistically significant indices for Topic classification for each text splitting strategy
Tadauua 7. CTaTHCTUYECKH 3HAYMMBbIC MHIEKCHI JJISi TEMAaTHYECKON KIIACCH(PHUKAINN ISl KaKIO0H

CTpAaTCruu pa3aciICHUA TCKCTA

Grade Classification

Paragraph Split

Greedy Split

Textual Index X2 p

Textual Index

2 4

M(Dep amod / Par) 56631.90 <0.001
Max(Dep amod / Par) 56628.59 <0.001
Max(Dep amod / Sent) 54922.33 <0.001

M(Dep amod / Sent)
M(UngPOS adj/ Sent) 10055.40 <0.001
IM(POS adj / Sent)

10212.22 <0.001

10007.35 <0.001

M(UngPOS adj / Par) 54451.12 <0.001 M(Dep nmod / Par) 9953.53 <0.001
Max(UnqPOS adj/Par)  54447.95 <0.001 M(Dep amod / Par) 9718.38 <0.001
M(POS adj / Par) 53889.49 <0.001 M(UngPOS adj/Par)  9630.25 <0.001
Max(POS adj / Par) 53886.36 <0.001 M(UnqWd / Sent) 9611.29 <0.001
Max(Chars / Word) 53661.26 <0.001 M(POS adj / Par) 9593.33 <0.001
Max(Syllab / Word) 52983.98 <0.001 M(Dep nmod / Sent) 9587.78 <0.001
Max(NgramEntr 2 / Word) 52260.14 <0.001 SD(Syllab / Word) 9429.66 <0.001

We observe that most nonpredictive
indices are based on standard deviations,
which is to be expected since this split leads to
an increased number of shorter texts per
document; thus, less variance is explained
between the classification units. In contrast,
the Greedy split leads to almost all indices
being significantly different between the
classes. According to the Kruskal-Wallis test,
the most significant index was M (Dep amod /
Par) for Topic and Grade classifications using
both split text strategies. Afterward, Max
(Dep amod / Par) for the Paragraph split and
M (UngPOS adj / Par) for the Greedy text

split are the most predictive specific indices.
Overall, differences are determined by the
degree of descriptive elements from the text
(i.e., NmdEnd loc) and a more diverse
vocabulary (i.e., WdEntr).

Classification Models

This study focuses on two types of
multiclass classification for which we employ
various methods (see Figure 1): based on the
textbook topic (i.e., a 13-class classification)
and the textbook school grade (i.e., a 10-class
classification).

First, we consider a Random Forest
classifier as a baseline to identify topics and
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grades based only on linguistic indices (see
Figure 1.a). In order to identify a good set of
hyperparameters, we perform a grid search
over the number of estimators, minimum

Figure 1. The three considered architectures
Pucynok 1. Tpu apXUTeKTypbl HCCIIEAOBAHUS

Predicted Class
/\
/

4p
Softmax

T

‘ Dropout (p = 0.3)

Predicted Class
A

( Machine Learning Classifier (Random Forest) ‘
A : ‘
ReaderBench

A
Fully-Connected (768)

numbers of samples required to be a leaf,
minimum number of samples required to split
a node, number of features considered for the
best split, and the maximum tree depth.

Predicted Class
N\

‘L';

| Compute multilevel textual complexity indices ‘

, 1 BERT
Build CNA graph using RuBERT ‘

T

NLP preprocessing (spaCy Russian model) ‘

A\
o
Textbook unit

(b) RuBERT

LI
Textbook unit

(a) Random Forest
Baseline

Second, we use two BERT-based
models. The first neural model uses only the
RuBERT model and a linear, fully connected
classifier with 768 dimensions over the
pooled CLS token (see Figure 1.b) and a
dropout layer with 0.3 probability. The
second neural model concatenates the textual
features for the classified samples to the
pooled CLS token before being fed into the
linear classifier (see Figure 1.c).

Experimental Setup

Both BERT-based models were trained
using an AdamW optimizer with a learning
rate of le-5. Since the classes were
imbalanced, we used a weighted -cross-
entropy loss. Due to the difference in average
text length between the Paragraph and the
Greedy split, we used different maximum
sequence lengths for each one, respectively 64
for the Paragraph and 512 for the Greedy split.
The models were trained with early stopping
for validation loss and patience of 2. Each
model was trained on all three folds and we
report the average values for accuracy, class-

Sigmoid
LY
Fully-Connected
Concatenate
[
ReaderBench
‘ Compute multilevel textual complexity indices
‘ Build CNA graph <
NLP preprocessing (spaCy Russian model) ‘
4p LIS
Textbook unit
(c) RuBERT+Features

weighted average precision, recall, and FI
scores of all three runs.

Results

Table 8 and Table 9 present the
classification results for each employed
model. As expected, BERT-based models
perform considerably better than classical
machine learning models, such as Random
Forest. Also, the way we pre-process the
documents plays a significant role. The
Greedy split performs notably better than a
simple paragraph split for both topic and grade
classifications. Since Transformer models
create contextualized embeddings, providing
larger windows for the classification of
textbooks proves especially efficient. The
performance gain for topic classification is
more than 15% F1 score for the plain
RuBERT model and over 12% for RuBERT
enhanced with complexity indices. Similarly,
the improvement is over 15% for both BERT-
based models in the grade classification task.
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Table 8. Classification results for topic classification. Metrics are computed as the average over three

different folds

Tabauna 8. Pesynsrarsl KiacCH(pUKAMK IS TEMaTHIeCKON Kiaccuukanuu. MeTpuKkyd pacCUMTHIBAIOTCS

KaK CpeJHEee TI0 TPEM apXUTEKTypaM.

Model Split strategy Accuracy Precision Recall Fl1
Random IParagraph 50.27 51.28 50.27 50.39
Forest Greedy 72.02 71.41 72.02 70.03
RuBERT Paragraph 78.43 82.43 78.43 76.61
Greedy 92.84 92.81 92.84 92.52
RuBERT+Features |Paragraph 78.93 82.20 78.93 79.91
Greedy 92.98 92.91 92.98 92.63
Table 9. Classification results for grade classification. Metrics are computed as the average over three
different folds
Tabauma 9. Pesynprarel KiraccupuKauy Mo KiaccaM. METpUKH PacCUUTHIBAIOTCS KaK CpelHEee MO0 TPEM
ApXHUTEKTYypaM.
Model Split strategy Accuracy Precision Recall F1
Random Paragraph 11.59 18.25 11.59 13.13
Forest Greedy 13.42 48.48 13.42 20.54
RuBERT Paragraph 35.96 41.24 35.96 36.79
Greedy 52.07 55.93 52.07 51.99
RuBERT+Features |Paragraph 36.60 41.20 36.60 37.43
Greedy 53.21 57.88 53.21 54.06
The difference between these two Additionally, adding textual complexity

splitting strategies can also be observed in the
Linear  Discriminant  Analysis  (LDA)
projection (Xanthopoulos et al., 2013) of the
significant indices for topic classification. The
classes are much better delimited for the
Greedy text split (see Figure 2.b) than for the
Paragraph split (see Figure 2.a).

indices  greatly improves the grade
classification  performance, with  over
2% weighted F1  score.  For  Topic

classification, the indices improve the model
only marginally since both BERT-based
models perform exceptionally well, achieving
an F1 score of over 92%.

Figure 2. LDA projection for the significant textual indices clustered for topic classification
Pucynok 2. Ilpoexnns LDA i 3HaUMMBIX TEKCTOBBIX HHJIEKCOB, CTPYIITUPOBAHHBIX JISI TEMaTHYECKON
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The confusion matrix for topic
classification (see Figure 3.a) highlights that
most errors are for Ecology, Geography, IT, and
Social Studies. Since Ecology has only 3
textbooks, being the most imbalanced of the
classes, a higher error rate was expected. Also,
the model identified the Ecology fragments as
Biology, which is plausible without a larger
context. We also noticed the same type of error
for IT, where the model placed 17 fragments as
Technology. An interesting pattern of errors
emerges in the grade classification confusion

matrix in Figure 3.b. We can observe that the
erroneous predictions tend to bleed into the
neighboring grades, most going around the
matrix diagonal. This is easily arguable since
textbook complexity is on a continuum
throughout school grades; as such, there should
be no sudden jumps in complexity between
consecutive grades. We can also observe that
the 10th and 11th grade levels are best predicted
since these levels have textbooks from only 4 of
the 13 topics, and there is less noise due to the
changing of domains between the fragments.

Figure 3. Confusion matrices for the best model considering RuBERT+Features
Pucynok 3. Marpuubl cmemmBaHus JUId  Jydlled MOAEIM C  YYETOM  apXUTEKTypbl
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Discussion

This study provides insights into the
school textbook corpus of the Russian
language that, in its current versions, spans 13
topics and 10 school grades. Our results show
that Transformer-based models, such as
RuBERT, can be used to identify the textbook
topic with very high accuracy. We argue that
textual complexity indices add to the
robustness of the model and even increase its
performance. Since the simple RuBERT
model already achieves high accuracy (about
92.84%), any additional improvement was
expected to be quite low.

2Grade 97 74 2 0 4 3 0 2 0 0
3Grade 15 26 46 1 4 4 0 0 0 0
4 Grade 9 141 m 23 2 30 4 1 0 0
5Grade 3 25 26 28 59 ) 2 0 0
6 Grade 1 8 6 12 I22aRiioe 18 58 2 0

7 Grade O 4 19 0 12 74 100 61 0 0

8 Grade O 0 0 0 4 68 38 37
9 Grade O 0 0 0 0 16 41 0
10 Grade 1 0 0 3 4 8 CLER 7

11 Grade

o
o
S
w

279

2 Grade o
3 Grade
4 Grade
5 Grade o
6 Grade o
7 Grade o
10 Grade
11 Grade

(b) Grade classification
(b) YpoueBas knaccudukaius (1o Kjiaccam)

The grade level -classification has

proven to be more difficult, with accuracy for
the simple RuBERT model up to 52.07% over
all the 10 classes. Here, we notice a much
greater 1impact of the textual indices.
Additionally, we show that our best-trained
model struggles to differentiate between
adjacent grade levels, with an adjacent
accuracy for the best model reaching 85.61%
when compared to its precise accuracy of
56.30%. This can be due to incremental
increases in complexity between grades or to
the practice of recapitulating some of the
topics discussed in the previous grade at the
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beginning of the textbooks. This last
assumption is supported by the fact that most
erroneous classified fragments are from the
first 50 paragraphs from all textbooks, with a
median of 57, in contrast to the median of 69
paragraphs for the entire corpus. A Kruskal-
Wallis test on paragraph identifiers with
erroneous classification rejects the null
hypothesis with p < .05 and ¢2=24.84,
showing that paragraph identifiers with a
higher error rate are lower on average is
significant.

Conclusions and Future Work

In this study, we address the
classification of Russian textbooks based on
their topic and corresponding grade level. We
show that using Transformer-based large
language models supports the identification
with very high accuracy of the school subject.
Further, we present a classification method to
predict the grade level of a text fragment with
reasonably high accuracy. We show that both
classification tasks achieved 1mproved
performance using the textual complexity
indices from the open-source ReaderBench
framework. Our best-performing BERT-based
model enhanced with textual indices achieved
a 92.63% F1 score on the 13 class topic
classification and a 54.06% F1 score on the 10
class grade level classification.

In future work, we aim to improve the
classification capabilities for grade-level
detection by exploring further textbook
datasets with more balanced coverage of the
topics across all grade levels. Additionally, we
will experiment with Graph Neural Networks
like VGCN-BERT (Lu et al., 2020) that better
capture the global information about the
vocabulary, as well as large encoder-decoder
language models like Flan-T5 (Chung et al.,
2022) that were fine tuned on several tasks
and achieved state-of-the-art performance.
Lastly, we plan to expand the ReaderBench
framework with indices proposed by
(Solovyev et al., 2020 a, b) to cover Slavic
languages better and enhance its multilingual
capabilities.
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